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Teams of data scientists are often required to build machine learning models at a rapid pace. This speed of execution,
together with the complexity of machine learning techniques and the novelty and progression of the field as a whole,
introduces a large degree of risk to these projects. At QuantumBlack, we have found three areas are especially prone to
risk for teams building models: performance, explainability, and fairness. Here, “risk” refers to potential mistakes that
practitioners can make that result in adverse outcomes in any of these three areas. Teams can make mistakes that critically
affect the ability of their model to: maintain strong performance upon deployment, provide sufficient explainability to
satisfy regulatory or business requirements, or avoid discriminatory biases against minority groups.

To help data scientists and other practitioners identify and mitigate these risks, we introduce a comprehensive protocol-
based risk management system for machine learning. This system, built from our collective experience running hundreds
of analytics projects across industries over the last ten years, enables data science teams to access best practices for
identifying and overcoming risk, in a systematic and organised way. Teams can also share and read failure and success
stories for each risk. A webapp interface (figure 1) increases the accessibility and usability of the risk management
system. Each category of risk has a multimedia introductory page that outlines the topic at a high level (figure 2).

We organise knowledge about risk via a “protocol.” This protocol breaks down the machine learning modelling process
into over 30 high-level “activities” (for example, Define the Analytics Approach or Engineer Features), and splits these
further into over 125 “tasks” (such as Define the Target Variable). For any given activity a practitioner is about to execute,
the risk system provides a set of associated risks (figure 3) that can affect Performance, Explainability, or Fairness. For
each of these ⇠75 risks, the system also provides users with “war stories” (successes or challenges from past experience),
as well as “mitigations”, which contain both technical and non-technical steps to identify and overcome a particular risk
(figure 4). Within the webapp interface, users can read and contribute content, based on their experiences.

Previous approaches to risk in machine learning (Holland et al., 2018; Mitchell et al., 2019; Gebru et al., 2018; Arnold
et al., 2018; Varshney et al., 2018) take the form of checklists: lists of questions that are typically considered or answered
after modelling is completed. Our approach goes beyond these existing methodologies in four ways.

First and foremost, the risk mitigation system is organised around modelling activities, encouraging practitioners to
manage risk as they are building models, rather than just auditing for risks after the models have been created. This
structure also enables practitioners to quickly find the content that is most relevant to what they are doing.

Second, this is the first approach to managing risk in machine learning that uses a scalable system to record mitigations
along with risks. Prior approaches (such as model cards, figure 5) typically prompt modellers to ask questions, without
providing advice or processes to answer them. Our system allows users to capitalise on the experience of others over
many projects, and ensures a consistent and reliable approach.

Third, in order to facilitate the scaling of this library, we propose a unified conceptual structure for recording risks and
mitigations. Risks are defined in one sentence with a clause specifying what can be impacted if the risk is not controlled
(figure 3). Each risk’s mitigation includes three categories of content (figure 4): Assess (how to tell whether the risk is
relevant), Mitigate (how to overcome the risk), and Communicate (what and with whom to discuss, if this risk applies).
War Stories, attached to risks or to mitigations, catalogue specific examples of these risks, their impact, and mitigating
steps taken. Our mitigations may also point the reader to relevant academic literature, or to software packages (internal or
external) that may be useful in overcoming the risk.

Finally, teams can use this platform to provide transparency to team leaders and business stakeholders, by creating a
customised risk worksheet for a specific project. This helps teams plan mitigations and record and audit their actions
taken in response to risk.

Our approach ensures that the latest research can be deployed responsibly with senior-level business support, in the
industries that need it most. For companies with many data science projects running concurrently, the experience of each
project team becomes the collective experience of the whole, as mistakes and experiences overcoming challenges become
fruitful codified knowledge available and accessible to all.
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Figure 1: The risk mitigation system covers three categories of risk. Users explore 
the risk mitigation system through a webapp interface.
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Figure 2: Each risk category has an overview page. Each category of risk (performance, 
explainability, and fairness) has introductory explanations and questions to help practitioners new to the 
topic learn about risk at a high level. The overview page for fairness is shown here.

Background on Fairness
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Figure 3: Each activity and task in the model-building process has risks linked to it. Sample fairness 
risks are shown associated with two activities, (a) “Assessing the data” and (b) “Developing the analytical solution.” Each risk is related 
to a specific task within each activity. Risks are recorded in a consistent format, in one sentence, with a clause that articulates what can 
be impacted if this risk is ignored.

Figure 4: Each risk has stories from the field and mitigation suggestions attached to it. 
The stories either highlight the impact of the risk or help a team see how to overcome a challenging situation. Each risk has 
associated reactions to take in response, that are categorised into actions that Assess, Mitigate, or Communicate the risk.

(a) (b)
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Figure 5: The model card system summarises important considerations when deploying models. 
The Model Card (Mitchell et al., 2019) helps model developers to document aspects of how the model was constructed, and 
implications for its usage, but does not provide advice on how to overcome risks.
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